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12 Abstract

13 Arctic amplification (AA), defined as the enhanced warming of the Arctic compared to the 

14 global average, is a robust feature of historical observations and simulations of future climate. 

15 Despite many studies investigating AA mechanisms, their relative importance remains contested. 

16 In this study, we examine the different timescales of these mechanisms to improve our 

17 understanding of AA’s fundamental causes. We use the Community Earth System Model v1, 

18 Large Ensemble configuration (CESM-LE), to generate large ensembles of 2-year simulations 

19 subjected to an instantaneous quadrupling of CO2. We show that AA emerges almost 

20 immediately (within days) following CO2 increase and before any significant loss of Arctic sea 

21 ice has occurred. Through a detailed energy budget analysis of the atmospheric column, we 

22 determine the time-varying contributions of AA mechanisms over the simulation period. 

23 Additionally, we examine the dependence of these mechanisms on the season of CO2 

24 quadrupling.

25  We find that the surface heat uptake resulting from the different latent heat flux anomalies 

26 between the Arctic and global average driven by the CO2 forcing, is the most important AA 

27 contributor on short (< 1 month) timescales when CO2 is increased in January, followed by the 

28 lapse rate feedback. The latent heat flux anomaly remains the dominant AA mechanism when 

29 CO2 is increased in July and is joined by the surface albedo feedback, although AA takes longer 
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30 to develop. Other feedbacks and energy transports become relevant on longer (> 1 month) 

31 timescales. Our results confirm that AA is an inherently fast atmospheric response to radiative 

32 forcing and reveal a new AA mechanism.

33 1. Introduction

34 Arctic amplification (AA), or the enhanced surface warming of the Arctic relative to the 

35 global mean, is a ubiquitous feature of anthropogenic climate change. First predicted by 

36 Arrhenius in 1896 as a response to increasing CO2 (Arrhenius, 1896), AA has since consistently 

37 appeared in climate model simulations (e.g., Manabe & Stouffer, 1980; Hwang et al., 2011; 

38 Pithan & Mauritsen, 2014) and observations (e.g., Serreze et al., 2009; Cohen et al., 2014; Wang 

39 et al., 2016). The local and global importance of AA cannot be overstated. The Arctic is home to 

40 ~4 million people, including indigenous peoples who have lived there for 20,000 years (National 

41 Snow & Ice Data Center, 2020). Amplified Arctic warming threatens these peoples’ ways of life 

42 while simultaneously endangering the surrounding Arctic ecosystems (Meltofte et al., 2013; 

43 Moon et al., 2021). Impacts of AA are not limited to the Arctic; a warmer Arctic may lead to the 

44 release of methane, a potent greenhouse gas (GHG), from permafrost (Zubrzycki et al., 2014) 

45 and may influence extreme weather in the midlatitudes (Francis & Vavrus, 2012; Cohen et al., 

46 2014, Smith et al., 2022). There may, however, be some benefits to global shipping and 

47 agriculture from Arctic warming (Ho, 2010; Altdorff et al., 2021).

48 Despite AA’s ubiquity, the question of the mechanisms to which AA owes its existence 

49 remains open, limiting our ability to understand and accurately project future Arctic climate. 

50 Some studies have emphasized the role of local feedbacks over the Arctic, which may enhance or 

51 diminish an initial temperature response; these include temperature feedbacks (Winton, 2006; 

52 Pithan & Mauritsen, 2014; Stuecker et al., 2018), the surface albedo feedback (Holland & Bitz, 

53 2003; Screen & Simmonds 2010; Dai, 2021), and cloud feedbacks (Vavrus et al., 2011; Cao et 

54 al., 2017; Jenkins & Dai, 2022). Others attribute AA mainly to changes in heat transport into the 

55 Arctic by the atmosphere, specifically through enhanced moisture transport (Lee, 2014; Merlis & 

56 Henry, 2018; Graversen & Langen, 2019; Russotto & Biasutti, 2020) and the ocean (Bitz et al., 

57 2006; Singh et al., 2017; van der Linden et al., 2019). This issue is further complicated by the 

58 coupling between different local feedbacks or energy transports, which may obscure the effect of 
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59 individual contributions to AA (Hwang et al., 2011; Graversen et al., 2014; Feldl et al., 2017; 

60 Chung et al., 2021; Previdi et al., 2021). For example, although the lapse rate feedback, a type of 

61 temperature feedback, is often considered in isolation, it is strongly linked to sea ice loss, 

62 atmospheric heat transport, and surface temperature response (Feldl et al., 2020; Boeke et al., 

63 2021).

64 It is important to note that these proposed AA mechanisms operate on different timescales, 

65 mainly because of the different rates with which climate system components respond to radiative 

66 forcing. However, most previous studies of AA do not discriminate between these different 

67 timescales and focus on the long-term (e.g., multi-decadal) or equilibrium response to an 

68 imposed forcing. An exception to this is the recent study of Previdi et al. (2020), which focused 

69 specifically on the different timescales of AA. In that study, a collection of models from the 

70 Coupled Model Intercomparison Project phase 5 (CMIP5) subjected to an instantaneous 

71 quadrupling of CO2 relative to preindustrial levels was analyzed, and the contributions of 

72 different AA mechanisms were quantified. It was shown that the relative importance of various 

73 mechanisms depends on the timescale; for example, the lapse rate feedback is the main 

74 contributor to AA across CMIP5 models in the first three months following the CO2-

75 quadrupling, but in the last 30 years of the simulations (representing the quasi-equilibrium 

76 response), the surface albedo feedback dominates (Previdi et al., 2020). Thus, to elucidate the 

77 relative contributions of different mechanisms to AA, one must pay careful attention to the 

78 timescale being considered. The main conclusion of Previdi et al. (2020) is that AA is inherently 

79 a rapid response to radiative forcing, fundamentally owing its existence to fast atmospheric 

80 processes.

81 Although an important first step, the study by Previdi et al. (2020) was hampered by several 

82 factors. First, only 21 CMIP5 models provided the variables necessary to complete an energy 

83 budget analysis. This relatively small sample size made it difficult to robustly characterize the 

84 evolution of AA, particularly on the short timescales of interest where internal variability 

85 (especially in the Arctic) is large. Second, CMIP5 output was only available as monthly means. 

86 This precluded any assessment of the role of sub-monthly processes in AA. Given the rapid 

87 timescale associated with AA, the coarse time resolution of the data and the lack of multiple 

88 realizations posed a key limitation to their conclusions based on CMIP5 data. Finally, all 
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89 simulations analyzed in that study had CO2 quadrupling on January 1st, leaving open the question 

90 of how the time evolution of AA would differ if CO2 were quadrupled in different seasons. 

91 Bintanja & Krikken (2016) previously explored the impact of the season of CO2 forcing on 

92 Arctic warming, but at timescales beyond the initial response. The timing of CO2 increase is 

93 particularly important in the Arctic, which cycles through 6-month polar days and nights, 

94 experiencing a very large seasonal cycle. 

95 Here, we seek to overcome these limitations and build upon the work of Previdi et al. (2020) 

96 by analyzing the development of AA using high-frequency (daily) output from climate model 

97 simulations subjected to an instantaneous quadrupling of CO2. To address the small signal-to-

98 noise ratio of the Arctic (Screen et al., 2014; Swart et al., 2015; England et al., 2019), we 

99 generate two large ensembles of simulations (50-100 members) in which CO2 is increased at 

100 different times during the year (either January or July). The questions we seek to answer are as 

101 follows:

102  How quickly does AA develop in an ensemble of model simulations subjected to an 

103 instantaneous CO2 increase?

104  What mechanisms best explain the initial appearance and the subsequent evolution of 

105 AA?

106  How does the time of year in which atmospheric CO2 is quadrupled affect AA 

107 development?

108 2. Methods

109 2.1 Model Description

110 In this study, we used the Community Earth System Model, Large Ensemble configuration 

111 (CESM-LE). CESM-LE is a fully coupled global climate model (GCM) based on version 1.1.1 

112 of the Community Earth System Model (CESM), a model included in CMIP5, and has active 

113 atmosphere, land, ocean, and sea ice components. The atmosphere model in CESM-LE is the 

114 Community Atmosphere Model version 5 (CAM5), with a horizontal resolution of ~1°. For more 

115 detailed information about the CESM-LE configuration, see Kay et al. (2015); for CAM5, see 

116 Hurrell et al. (2013).
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117 CESM-LE is well-suited for studies of Arctic climate because of its ability to simulate the 

118 modern Arctic sea ice state (Jahn et al., 2016) and its outperformance of other CMIP5 models in 

119 capturing the internal variability of Arctic sea ice (England et al., 2019). Consequently, CESM-

120 LE has a strong precedent of use in Arctic climate studies (e.g., Jahn et al., 2016; Labe et al., 

121 2018; Yang & Magnusdottir, 2018).

122 2.2 Experiment Design

123 We generated large ensembles of simulations with CESM-LE, with individual ensemble 

124 members differing only in their initial conditions. The initial conditions were chosen randomly 

125 from an existing ~2200-year-long CESM-LE control simulation with fixed preindustrial forcing 

126 available on National Center for Atmospheric Research (NCAR) machines (Kay & Deser, 2016). 

127 This initialization approach was chosen to better sample climate state variability in the days 

128 following CO2 increase by ensuring that ensemble realizations are sufficiently different, as 

129 opposed to the method used in Kay et al. (2015), in which small round-off level perturbations are 

130 introduced to initial conditions. The existing control simulation had restart files available every 

131 ~5 years. Our ensembles consist of paired 2-year-long CESM-LE runs. The first run in each pair 

132 has fixed preindustrial forcing (piControl), while the second is subjected to an instantaneous 

133 CO2-quadrupling relative to preindustrial levels (4×CO2).

134 To investigate the impact of the time of year of 4×CO2 on AA, we created two ensembles, 

135 one containing members initialized on January 1st and the other with members initialized on July 

136 1st of the same model year. Because restart files from the existing CESM-LE run were only 

137 available for Jan 1st, we generated new restart files for July from our January-initialized 

138 piControl simulations. All model output was saved as daily averages. 

139 For the sake of readability, we henceforth refer to the experiment in which CO2 is quadrupled 

140 in January as Jan4×CO2 and in July as Jul4×CO2. Jan4×CO2 and Jul4×CO2 have 100 and 50 

141 ensemble members, respectively. These ensemble sizes were determined carefully considering 

142 the seasonality of Arctic internal variability and computational constraints, along with the 

143 suggestion of a 100-member minimum in the Polar Amplification Model Intercomparison 

144 Project (Smith et al., 2019). Given the large internal variability in the Arctic region, we ran 
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145 multiple members to ensure that a forced AA signal could be separated from the variability; we 

146 later show results with different ensemble sizes for context.

147 2.3 Energy Budget Analysis

148 2.3.1 FRAMEWORK

149 We compare the global average and Arctic energy budgets to understand how the CO2 

150 radiative forcing, climate feedbacks, and energy transports contribute to AA. We define the 

151 Arctic as the region from 70°N - 90°N, with approximately the same fractional land area as the 

152 global average (~0.29). Because of the fast timescales in our analysis, we prefer not to use the 

153 ratio of Arctic to global warming to avoid dividing by near-zero global temperature changes. 

154 Therefore, we generally define AA and warming contributions to AA as the difference between 

155 the Arctic and global averages.

156 We adopt an energy budget framework similar to that of Pithan & Mauritsen (2014), Goosse 

157 et al. (2018), Zhang et al. (2018), and Previdi et al. (2020). We consider an atmospheric column 

158 that extends from the top of the atmosphere (TOA) to the surface, with R representing the net 

159 downward radiative flux at the TOA. If we introduce a TOA radiative imbalance by subjecting 

160 the column to some radiative forcing F, we can relate the imbalance and forcing as follows:𝛥

161 ( 1Δ𝑅 = Δ𝐹 + 𝜆Δ𝑇𝑠 + Δ𝐴𝐻𝑇 + 𝛥𝑆𝐻𝑈  ) 

162 where λ is the local climate feedback parameter, Ts is the surface air temperature, AHT is the 

163 vertically integrated convergence of the atmospheric heat transport, and SHU is the surface heat 

164 uptake, defined as positive upwards (i.e., into the column).  represents the difference between 𝛥

165 the piControl and 4×CO2 simulations. Because of the short timescales of interest, we take ∆F to 

166 be the instantaneous radiative forcing at the TOA from 4×CO2. We compute this radiative 

167 forcing using the Parallel Offline Radiative Transfer (PORT) model with CESM (Conley et al., 

168 2013). Responses to the instantaneous CO2 forcing that affect ΔR and ΔSHU are generally 

169 referred to as “feedbacks” for ease of discussion. However, in Section 4, we consider which of 

170 these responses may be more appropriately regarded as “rapid adjustments.”
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171 We decompose the net climate feedback parameter λ as follows (Pithan & Mauritsen, 2014; 

172 Zhang et al., 2018; Goosse et al., 2018):

173 ( 2 )𝜆 = 𝜆𝑜 + ∑𝑥𝜆𝑥

174 where λo is the Planck feedback, and λx represents feedbacks due to changes in water vapor, 

175 clouds, the atmospheric lapse rate (LR), and surface albedo. Following past studies (Pithan & 

176 Mauritsen, 2014; Goosse et al., 2018), we further decompose the Planck feedback into a global 

177 mean value  and local deviation from the global mean, :𝜆𝑜 𝜆𝑜′

178 . ( 3 )λo =  λo + λo′

179 The atmospheric heat transport into the Arctic is computed directly from model covariance 

180 fields. The meridional flux of moist static energy into the Arctic can be written as follows:

181 ( 4 )𝐴𝐻𝑇 =
𝐶

2𝜋𝐴∫2𝜋
0 ∫𝑝𝑠

0

𝑣(𝑐𝑝𝑇 + 𝑔𝑧 + 𝐿𝑣𝑞)𝑑𝑥𝑑𝑝
𝑔

182 with A being the area of the Arctic, C the circumference of the southern latitudinal boundary of 

183 the Arctic, ps the surface pressure, v the meridional component of the wind, cp the specific heat 

184 of dry air, T the air temperature, g the gravitational constant, Lv the latent heat of vaporization of 

185 water, and q the specific humidity (Cardinale et al., 2021). The global average atmospheric heat 

186 transport convergence is zero, by definition.

187 Because covariance terms involving the zonal component of the wind were not available, we 

188 calculate the AHT convergence as a residual when estimating warming contributions separately 

189 for land and ocean (see section 5):

190  ( 5 )𝐴𝐻𝑇 =
𝑑𝐸
𝑑𝑡 ―𝑆𝐻𝑈 ― 𝑅

191 where  is the time rate of change in atmospheric column energy, SHU is the surface heat 
𝑑𝐸
𝑑𝑡

192 uptake, and R is the net radiative flux at the TOA, as in Eq. 1. The AHT calculated as a residual 

193 closely matches the direct calculation (not shown).
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194 The surface heat uptake is equal to the net surface heat flux from the model. It can be 

195 decomposed into radiative and non-radiative components; the former includes contributions from 

196 surface radiative forcing and feedbacks, and the latter contains sensible and latent heat fluxes:

197 ( 6 )Δ𝑆𝐻𝑈 = Δ𝐹𝑠𝑓𝑐 = Δ𝐹𝐶𝑂2 + Δ𝐹𝐿𝐻 + Δ𝐹𝑆𝐻 + Δ𝑇𝑠∑
𝑥𝜆𝑠,𝑥

198 Fsfc is the net surface heat flux, ∆FCO2 is the instantaneous 4×CO2 radiative forcing from CESM-

199 PORT at the surface, FLH is the latent heat flux, FSH is the sensible heat flux, and λs,x represents 

200 feedbacks at the surface from changes in temperature, water vapor, clouds, and surface albedo. 

201 The radiative feedbacks at the surface are mostly analogous to their TOA counterparts in that 

202 they quantify radiative perturbations from changes in certain fields at the surface instead of the 

203 TOA. As in Eq. 1, SHU and all of its components are defined such that positive values indicate 

204 the flow of energy from the surface into the atmospheric column. This sign convention at the 

205 surface is opposite to that of Pithan & Mauritsen (2014) and Laîné et al. (2016). We offer two 

206 reasons for this difference. First, SHU should be positive and, therefore, contribute to Arctic 

207 warming in the fall and winter, when the ocean acts as a heat source to the atmosphere (Screen & 

208 Simmonds, 2010; Bintanja & van der Linden, 2013; Boeke & Taylor, 2018; Chung et al., 2021; 

209 Dai et al., 2021). Second, on the longer, annual timescales analyzed by Pithan & Mauritsen 

210 (2014) and Laîné et al. (2016), energy added to the surface is ultimately realized as surface 

211 warming; this is not necessarily true on the fast timescales examined in this study, for which we 

212 must account for the storage of heat in the surface.  

213 2.3.2 FEEDBACK CALCULATIONS

214  We use the radiative kernel technique to quantify the radiative perturbations at the TOA and 

215 surface from climate feedbacks (Soden et al., 2008, Shell et al., 2008). We employ the CAM5 

216 kernels documented in Pendergrass et al. (2018), which have the same horizontal resolution and 

217 underlying radiation code as our CESM-LE simulations and were created with CESM 1.1.2 

218 fields (e.g., temperature, moisture, and clouds). The kernels were only available as monthly 

219 averages, so they were linearly interpolated with periodic boundary conditions to a daily 

220 resolution to match the model output. Height-dependent kernels and model output were linearly 
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221 regridded from the native hybrid-sigma coordinates to standard pressure levels for feedback 

222 calculations.

223 The TOA temperature feedback was separated into Planck and LR components. For the 

224 Planck feedback, a vertically uniform temperature change equal to the surface air temperature 

225 change was assumed. The LR feedback was calculated as the departure from this vertically 

226 uniform temperature change. We used the change in the natural logarithm of the specific 

227 humidity to compute the radiative perturbation due to water vapor feedback (Soden et al., 2008). 

228 Tropospheric temperature and water vapor feedbacks are vertically integrated from the surface to 

229 the model-defined tropopause. Stratospheric feedbacks are quantified similarly by integrating 

230 from the tropopause to the TOA.

231 The temperature feedback at the surface was decomposed into surface warming and 

232 atmospheric warming feedbacks, corresponding to changes in outgoing longwave radiation from 

233 the surface and incoming longwave radiation from the atmosphere received by the surface, 

234 respectively (Pithan & Mauritsen, 2014). 

235 The cloud feedback ( ) is determined using the “adjustment method” developed by Δ𝑅𝑐𝑙𝑜𝑢𝑑

236 Soden et al. (2008). In this method, the change in cloud radiative effect (∆CRE) is adjusted to 

237 remove the effects of cloud masking, i.e.:

238 ( 7 )Δ𝑅𝑐𝑙𝑜𝑢𝑑 = Δ𝐶𝑅𝐸 ― (Δ𝐹 ― Δ𝐹𝑜) ― ∑𝑥(Δ𝑅𝑥 ― Δ𝑅𝑜
𝑥)

239 where  and ∆Rx represent the all-sky radiative perturbations at the TOA or surface due to Δ𝐹

240 climate forcing and feedbacks, respectively, and the superscript o indicates the clear-sky 

241 perturbations (e.g., see Zhang et al., 2018).

242 We express forcing, feedback, and transport terms as warming contributions to the global or 

243 Arctic average surface air temperature response, as was done by Crook et al. (2011), Feldl & Roe 

244 (2013), Pithan & Mauritsen (2014), Goosse et al. (2018), and Previdi et al. (2020). This is 

245 achieved by normalizing each term (in W m-2) by the magnitude of the time-averaged ensemble-

246 mean global Planck feedback (~3.2 W m-2 K-1).

247 3. Rapid AA after 4×CO2
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248 We begin by observing the evolution of the global and Arctic average SAT response in 

249 Jan4×CO2 (Fig. 1a). AA rapidly develops as the ensemble mean Arctic SAT response quickly 

250 diverges from the global average within days after 4×CO2. In the first week, the ensemble mean 

251 Arctic warming is nearly double that of the global average (0.75 K vs. 0.34 K); this difference 

252 grows when the first three months are considered (1.69 K vs. 0.68 K), comparable to the Arctic-

253 to-global warming ratio reported in Previdi et al. (2020) over the same timescale. In Jul4×CO2 

254 (Fig. 1b), it takes longer for the Arctic and global average temperature responses to diverge, 

255 corresponding to the well-observed seasonally reduced AA in boreal summer (Lâiné et al., 

256 2016). Even with the slower start in Jul4×CO2, the Arctic warms considerably more than the 

257 global average in the first three months (1.52 K vs. 0.82 K). The pronounced seasonal variability 

258 in Arctic SAT response is the most prominent feature in the later periods of the simulations. 

259

260 Fig. 1. (a,b) The average daily Arctic (70°N-90°N) and global change in SAT for the first 
261 two years of (a) Jan4×CO2 and (b) Jul4×CO2. Solid lines indicate the ensemble mean and the 
262 shading ±1 standard deviation. (c,d) Arctic amplification, defined as the difference in the 
263 ensemble mean Arctic and global average change in SAT for (c) Jan4×CO2 and (d) Jul4×CO2. 
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264 The line is opaque where the difference is significantly different from zero at the 95% 
265 confidence level.
266
267 To determine statistical significance, we perform a 1-sample Student’s t-test on the time 

268 series of AA, shown in Fig. 1c & 1d. In the Jan4×CO2, AA is statistically significant from day 

269 one and remains significant for almost the entire 2-year period, owing to the large ensemble size. 

270 In Jul4×CO2, AA becomes consistently significant after 25 days and remains so, aside from 2 

271 weeks in the first March. AA, therefore, can be detected well before the first three months 

272 following CO2-quadrupling seen in Previdi et al. (2020), given sufficient ensemble size and 

273 temporal resolution. Until now, these ultrafast timescales of AA have been relatively unexplored 

274 in the existing body of AA research.

275 We note that the general features of the SAT and AA responses seen in Fig. 1 are robust to 

276 the number of ensemble members considered, although, not surprisingly, the responses are 

277 noisier and less statistically significant for smaller ensemble sizes (Fig. S1 & S2). The 

278 considerable noise in the Arctic SAT response (red lines) in Fig. S1a, S1c, & S1e and of Fig. S2a 

279 & S2c reflect the large internal variability present in the Arctic and the need for sufficiently large 

280 ensemble sizes in studies of Arctic climate.

281 Given the prominent role sea ice loss is thought to play in AA, we next explore how sea ice 

282 area (SIA) evolves over the same timescales. Sea ice loss is negligible in the first month of 

283 Jan4×CO2 and remains relatively small through the rest of the winter and early spring (Fig. 2a, 

284 c), suggesting that sea ice loss plays a minimal role in AA on these short timescales. The decline 

285 in SIA accelerates through the late spring and summer, culminating in a ~30% decrease by the 

286 first September in Jan4×CO2. The minimum in SIA precedes the seasonal AA maximum in 

287 Jan4×CO2 by 1-2 months (Fig. 1c), implying a large role for sea ice loss in governing the 

288 seasonality of AA through its effects on ocean-atmosphere heat exchange (see additional 

289 discussion in Section 4.2).
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290

291 Fig. 2 (a,c) The daily average (a) absolute and (c) percent change in Arctic sea ice area (SIA) 
292 for the first two years of Jan4×CO2. Solid lines indicate the ensemble mean and the shading ±1 
293 standard deviation. (b, d) As in (a, c), but for Jul4×CO2.
294 Sea ice loss exhibits a considerably different temporal structure in Jul4×CO2 (Fig. 2b, d). We 

295 see a rapid decline in SIA over the first two months (~9% decrease by September), which then 

296 plateaus and slightly reverses through the following fall, winter, and spring. Interestingly, despite 

297 the immediate SIA reduction in Jul4×CO2, AA is larger and more robust in the first month of 

298 Jan4×CO2 with negligible sea ice loss. We discuss spatial changes in sea ice and their 

299 relationship with the surface air temperature response in Section 5. 

300 4. Mechanism contributions to AA

301 4.1 Radiative Forcing

302 Having shown that AA becomes statistically significant almost immediately in Jan4×CO2 

303 and in the first month of Jul4×CO2, we now quantify the time-varying warming contributions of 

304 different AA mechanisms. A natural place to start is the fundamental driver of the climate 

305 response, the radiative forcing (RF) associated with 4×CO2 (Fig. 3). The magnitude of the 

306 4×CO2 RF at the TOA (Fig. 3a) is mainly determined by two factors: the climatological surface 

307 temperature and the temperature lapse rate. The climatological surface temperature governs the 
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308 RF via the Stefan-Boltzmann law: warmer surfaces produce more outgoing longwave radiation 

309 (OLR) for CO2 to absorb and reemit into the atmospheric column (Raval & Ramanathan, 1989; 

310 Huang et al., 2016A). The lapse rate determines the temperature of the atmospheric layer from 

311 which OLR is effectively emitted to space; increased CO2 can be thought of as increasing the 

312 height of this layer, or, equivalently, decreasing the effective emission temperature, making the 

313 lapse rate a pivotal factor in determining the TOA RF (Raval & Ramanathan, 1989; Huang et al., 

314 2016A). The higher climatological surface temperature and larger temperature difference 

315 between the surface and upper troposphere in the global mean than in the Arctic yield a larger 

316 global mean TOA RF than Arctic mean TOA RF. Thus, when viewed from a TOA perspective, 

317 the CO2 RF opposes AA.

318  
319 Fig. 3. The 7-day rolling average Arctic, global, and Arctic-global 4×CO2 instantaneous 
320 radiative forcing from CESM-PORT at the (a) TOA and (b) surface, expressed as warming 
321 contributions to the global and Arctic average SAT responses. Positive values indicate energy 
322 entering the atmospheric column from the TOA or surface. See Section 2.3.2 for details on the 
323 conversion from radiative forcing (Wm-2) to warming contributions (K).

324 A different story emerges when we consider the 4×CO2 RF at the surface (Fig. 3b), which is 

325 strongly affected by the overlap in the spectral bands of CO2 and water vapor (Kiehl & 

326 Ramanathan, 1982; Huang et al., 2017; Previdi et al., 2021). The forcing is consistently negative 

327 for both the Arctic and global average, indicating that the surface is gaining energy from the 

328 atmosphere. From October to April, the Arctic surface intercepts slightly more energy than the 

329 global average, opposing AA; this reverses in the summer. 
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330 Although we have treated the CO2 RF as a standalone AA mechanism in the spirit of 

331 separating the forcing from the climate system response, we remind the reader that the surface 

332 CO2 RF is incorporated into the surface heat uptake term (see Eq. 6). The contribution from the 

333 surface CO2 RF to AA is small compared to the other terms in the surface energy budget that are 

334 discussed in section 4.3. 

335 4.2 Atmospheric Column Energy Budget

336 Having examined the CO2 forcing, we move on to feedbacks and energy transports from an 

337 atmospheric column perspective. We start by focusing exclusively on the first month following 

338 4×CO2 (Fig. 4). In Jan4×CO2 (Fig. 4a), two mechanisms stand out as main AA contributors: the 

339 surface heat uptake (SHU), to be discussed in more detail later, and the lapse rate feedback. It is 

340 worth mentioning how the lapse rate feedback is thought to operate. Globally, the rate of 

341 temperature decrease with height in the troposphere is expected to decrease with increasing CO2 

342 – associated with enhanced warming at higher levels in the tropical troposphere – yielding a 

343 negative lapse rate feedback. In the Arctic, however, the climatologically stable temperature 

344 stratification of the lower troposphere traps warming near the surface and produces a positive 

345 lapse rate feedback (Graversen et al., 2014; Pithan & Mauritsen, 2014; Previdi et al., 2021). In 

346 the first month of Jan4×CO2, the SHU and lapse rate feedback warm the Arctic up to 2.5K and 

347 0.4K more than the global average, respectively, and are both statistically significant. Therefore, 

348 the rapid development of AA on short timescales in Jan4×CO2 appears mainly to be a result of 

349 these two mechanisms. Previdi et al. (2020) found that the lapse rate feedback is a primary 

350 mechanism of AA on short timescales, and our results here support this. Other notable features in 

351 Fig. 4a are the Planck feedback that significantly contributes to AA only for the first few weeks 

352 and the cloud feedback that opposes AA throughout the first month in our model.
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353

354 Fig. 4. The difference in Arctic and global average atmospheric column energy budget term 
355 responses for the first month of (a) Jan4×CO2 and (b) Jul4×CO2, expressed as warming 
356 contributions. These include the surface albedo feedback (Alb), atmospheric heat transport 
357 (AHT), cloud feedback (Cloud), surface heat uptake (SHU), local deviation of the Planck 
358 feedback (P’), water vapor feedback (q) and lapse rate feedback (LR) in the first month. Opaque 
359 lines indicate that the difference in Arctic and global warming contributions are significantly 
360 different from zero at the 95% level.

361 For Jul4×CO2 (Fig. 4b), we find an initially positive AA contribution from SHU, but it 

362 becomes negligible and reverses (to oppose AA) within the first week. Instead, the AHT is the 

363 leading AA mechanism for the first week before becoming statistically nonsignificant and being 

364 surpassed by the surface albedo feedback. The surface albedo feedback remains the dominant 

365 AA-producing mechanism for the first month and is related to the rapid decline in sea ice seen in 

366 Fig. 2b & 2d and reductions in snow cover. Additionally, the water vapor feedback contributes to 

367 AA, albeit weakly.
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368

369 Fig. 5. (a, c, e) The (a) difference in Arctic and global average, (c) Arctic average, and (e) 
370 global average atmospheric column energy budget term responses in Jan4×CO2, expressed as 
371 warming contributions. Opaque lines indicate where the contribution is statistically significant at 
372 the 95% level. (b, d, f) As in (a, c, e) but for Jul4×CO2.

373 On timescales beyond the first month, other mechanisms become important in shaping the 

374 magnitude and seasonality of AA. As seen in Fig. 5a & b, the most striking features of the time-

375 varying warming contributions to AA for both Jan4×CO2 and Jul4×CO2 (Fig. 5a & 5b) are the 

376 opposing peaks in the surface albedo feedback and SHU in boreal summer. The surface albedo 
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377 feedback has typically been thought to be a major player in AA (Holland & Bitz, 2003; Winton, 

378 2006; Bintanja & van der Linden, 2013; Dai, 2021); however, its seasonality does not match the 

379 seasonality of AA (see Fig. 1c & 1d), suggesting that other mechanisms must act to delay or 

380 modify its impacts. The opposing peaks in the surface albedo feedback and SHU in the summer 

381 supports the idea that as sea ice melts, incoming solar radiation that would otherwise have been 

382 reflected out to space is absorbed by the ocean surface. This additional heat absorbed by the 

383 ocean mixed layer is subsequently released to the atmosphere in fall and winter (e.g., Stroeve et 

384 al., 2012, Boeke & Taylor, 2018; Chung et al., 2021; Hahn et al., 2021; Jenkins & Dai, 2022), 

385 thus contributing to the peak in AA in these seasons.

386 A few of the other terms In Fig. 5 are worth mentioning, notably the Planck feedback. The 

387 Planck feedback reflects a change in outgoing longwave radiation in response to a given change 

388 in surface temperature, and its difference between the Arctic and global average is thought to be 

389 an important contributor to AA (Winton, 2006; Pithan & Mauritsen, 2014; Zhang et al., 2018; 

390 Henry & Merlis, 2019; Previdi et al., 2020). Although the Planck feedback produces a small but 

391 statistically significant contribution to AA beginning in the first March of Jan4×CO2 (Fig. 5a), 

392 only in the following winter does it become one of the main AA-producing mechanisms. The 

393 water vapor feedback also makes small contributions to AA in boreal summer in both Jan4×CO2 

394 and Jul4×CO2 (Fig. 5a & 5b). The water vapor feedback’s peak contribution in the summer may 

395 be related to increased moisture transport into the Arctic, discussed later. Lastly, the atmospheric 

396 heat transport (AHT) is very noisy compared to the other terms and does not contribute robustly 

397 to AA (Fig. 5a & 5b).
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398

399 Fig. 6. (a,b) Arctic warming contributions by the dry static energy convergence (Sconv) for (a) 
400 Jan4×CO2 (b) Jul4×CO2. The ensemble means and 30-day rolling average ensemble means are 
401 denoted by thin and thick lines, respectively. (c,d) As in (a,b), but for the moisture flux 
402 convergence (Wconv). Note the difference in y-axis scales.

403 Let us now investigate further into this statistically nonsignificant AHT. Despite the lack of 

404 discernable signal in the total AHT, it is possible that the dry static energy convergence (Sconv) 

405 and the moisture flux convergence (Wconv) into the Arctic, shown in Fig. 6, individually 

406 contribute to the development of AA (Held & Soden, 2006). AA is generally associated with 

407 decreases in Sconv into the Arctic, resulting from the reduced latitudinal temperature gradient, and 

408 increases in Wconv into the Arctic, a product of the strengthening latitudinal specific humidity 

409 gradient (Hwang et al., 2011; Graversen & Burtu, 2016; Previdi et al., 2021). In particular, Wconv 

410 has been suggested to be a main driver of AA in the context of simplified models (Russotto & 

411 Biasutti, 2020). As we can see in Fig. 6, over the two years of our model simulations, Sconv is as 

412 noisy as the total AHT and does not consistently contribute to or oppose AA in either Jan4×CO2 

413 and Jul4×CO2 (Fig. 6a & 6b). Wconv contributes to AA mainly during boreal summer (Fig. 6c & 

414 6d); this coincides with periods of positive contributions to AA from the water vapor feedback 

415 seen in Fig. 5a & 5b. This suggests that Wconv affects the Arctic atmospheric energy budget both 
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416 directly, and indirectly via the water vapor feedback (Gong et al., 2017; Russotto & Biasutti, 

417 2020; Previdi et al., 2021). However, we stress that the development of AA in Jan4×CO2 

418 precedes any increase in the poleward moisture flux into the Arctic, meaning that the latter 

419 cannot explain the ultrafast development of AA following CO2 increase.

420

421 Fig. 7. As in Fig. 5, but for the stratospheric temperature and water vapor feedbacks.
422
423 Thus far in this section, we have considered only the tropospheric temperature and water 

424 vapor feedbacks. However, some studies have found that stratospheric feedbacks may play some 

425 role in the surface temperature response to increased CO2 levels (Huang et al., 2016B; Banerjee 
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426 et al., 2019). We have quantified the total temperature and water vapor feedbacks in the 

427 stratosphere (Fig. 7) and find that both are generally small contributions to AA compared to 

428 tropospheric feedbacks, aside from a brief period in the second spring of Jan4×CO2 in which the 

429 stratospheric temperature feedback contributes up to ~0.55 K to AA in the ensemble mean. 

430 4.3 Surface Energy Budget

431

432 Fig. 8. The difference in Arctic and global average surface energy budget term responses for 
433 the first month of (a) Jan4×CO2 and (b) Jul4×CO2, expressed as warming contributions. These 
434 include the surface albedo feedback (Alb), cloud feedback (Cloud), atmospheric temperature 
435 feedback (Tatm), surface temperature feedback (Tsfc), water vapor feedback (q), latent heat flux 
436 (FLH), and sensible heat flux (FSH). Opaque lines indicate statistical significance at the 95% level. 
437 The sign convention is such that positive values correspond to upward (sea-to-air) fluxes.
438
439 The bulk of our analysis so far has focused on the atmospheric column energy budget from a 

440 TOA perspective. Given the leading role of SHU in Jan4×CO2 in AA development (Fig. 4a) and 

441 the climatological stratification of the Arctic lower troposphere, we now take a closer look at the 

442 surface energy budget. We decompose the SHU response into contributions from radiative and 

443 non-radiative flux changes, which we show for the first month in Fig. 8, except for the CO2 RF 

444 previously discussed in Section 4.1. One of the more conspicuous features of the time-varying 

445 surface energy balance is the strong positive contribution to AA by the latent heat flux (FLH) in 

446 both Jan4×CO2 and Jul4×CO2 (Fig. 8a & 8b). Over the first few days, FLH cools the global 

447 average ~1K and ~1.4K more than the Arctic in Jan4×CO2 and Jul4×CO2 respectively. The latent 

448 heat flux persists as the dominant AA mechanism at the surface for the remainder of the first 

449 month. In Jan4×CO2, AA is further reinforced by the surface temperature feedback (Fig. 8a). In 
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450 Jul4×CO2, AA is opposed by negative contributions from the sensible heat flux (FSH) and the 

451 surface albedo feedback (Fig. 8b). The magnitudes of other positive contribution terms are 

452 smaller than FLH in the first month, supporting the latent heat flux’s leading role at the surface in 

453 producing ultrafast development of AA.

454

455 Fig. 9. The (a) difference in Arctic and global average, (c) Arctic average, and (e) global 
456 average surface energy budget term responses in Jan4×CO2, expressed as warming contributions. 
457 Opaque lines indicate where the contribution is statistically significant at the 95% level. (b, d, f) 
458 As in (a, c, e) but for Jul4×CO2.
459
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460 To determine if the latent heat flux stays the dominant term over longer timescales, we show 

461 the surface energy budget terms over the entire 2-year period in Fig. 9. The latent heat flux 

462 remains the largest positive contribution to AA in both Jan4×CO2 and Jul4×CO2, although the 

463 surface temperature feedback regularly surpasses it in the fall and winter as AA nears its peak 

464 (Fig. 9a & 9b); the strong positive surface temperature feedback in the Arctic (Fig. 9c & 9d) 

465 during these times reflects the large Arctic surface warming and associated enhancement of the 

466 surface upwelling LW radiation, a greater enhancement than occurs in the global average (Fig. 

467 9e & 9f). Another prominent feature of the surface energy budget response is the recurring 

468 negative peaks in the surface albedo feedback in terms of both AA (Fig. 9a & 9b) and Arctic 

469 warming contributions (Fig. 9c & 9d). As previously stated, atmospheric warming from the 

470 surface albedo feedback in summer is not realized in that season, as the additional heat is 

471 absorbed by the ocean, producing these local minima in albedo warming contributions. 

472 Consistent with Boeke & Taylor (2018), small cold-season peaks in sensible and latent heat flux 

473 contributions to AA can be seen in Jan4×CO2 and in the second year of Jul4×CO2 as the energy 

474 stored in the ocean is released into the atmosphere.

475 The warming contribution of the surface latent heat flux to AA on short timescales (Fig. 8 & Fig. 

476 9a & 9b) warrants further discussion. It is well-established that rapid adjustments of the global 

477 hydrological cycle occur following a perturbation in atmospheric CO2. Specifically, because of 

478 the difference in CO2 radiative forcing at the TOA and surface (Fig. 3), atmospheric radiative 

479 cooling decreases as CO2 increases. This decrease in atmospheric radiative cooling must be 

480 balanced in the global mean by a decrease in latent heating from precipitation, and thus a 

481 decrease in the upward surface latent heat flux (Allen & Ingram, 2002; Bala et al., 2010). This is 

482 reflected in the strong negative global FLH anomaly occurring immediately after 4×CO2 in both 

483 Jan4×CO2 and Jul4×CO2 (Fig. 9e & 9f). Over the Arctic, any fast response of the surface FLH is 

484 much smaller (Fig. 9c & 9d), resulting in a strong positive contribution from this term to AA.

485 5. Arctic land vs. ocean response

486 Given the prominent role of SHU in AA development in Jan4×CO2 and the potential role of 

487 sea ice, it is useful to consider the responses over Arctic land and ocean areas separately. We 

488 choose a few timescales over which to summarize the development of AA: the first month, the 
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489 first three months, and the first year after 4×CO2. The first month roughly corresponds to the 

490 earliest timeframe in which AA is statistically significant in both the January- and July-

491 initialized simulations, the first three months correspond to the earliest timescale analyzed in 

492 Previdi et al. (2020), and the first year captures the first complete annual cycle following 4×CO2.
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493
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494 Fig. 10. (a,c,e) The change in SAT (shading) and sea ice concentration (aqua contours, %) 
495 averaged over the (a) first month, (c) first three months, and (e) first year following 4×CO2 in 
496 CESM-LE members initialized January. Hatching indicates areas where the SAT response is not 
497 statistically significant at the 95% confidence level. (b,d,e) As in (a,c,e), but for July.
498

499 The spatial distribution of warming, and its relationship to changes in Arctic sea ice, for these 

500 periods is shown in Fig. 10. In the first month of Jan4×CO2, there is statistically significant 

501 warming over the entire Arctic domain except the Nordic Seas, with a local maximum in 

502 northern Siberia (Fig. 10a). Warming strengthens and spreads to include the entire domain over 

503 the first three months (Fig. 10c) and first year (Fig. 10e). Although Jul4×CO2 exhibits a greater 

504 decrease in sea ice in the first few months, the warming signal appears to be amplified over land 

505 rather than the ocean (Fig. 10b & 10d). By the end of the first year, Jan4×CO2 and Jul4×CO2 

506 show similar spatial warming patterns, although overall warming is greater in Jan4×CO2 (Fig. 

507 10e & 10f). By comparing the spatial distribution of SAT and SIC response on all three 

508 timescales, it is apparent that areas of maximum warming are not co-located with areas of 

509 maximum sea ice loss. This key result further demonstrates that mechanisms other than sea ice 

510 loss dominate the surface temperature response at these short timescales; however, we note that 

511 in the summer sea ice melt season (Fig. 10b & 10d), Arctic SSTs are constrained to remain near 

512 the freezing point; thus, we expect greater warming over land where there is no such constraint.

513 To test the presence of land- or ocean-amplified warming, we show a time series of the SAT 

514 response averaged over Arctic land and ocean separately (Fig. S3). In both Jan4×CO2 (Fig. S3a 

515 & S3c) and Jul4×CO2 (Fig. S3b & S3d), a seasonal cycle emerges consisting of land-amplified 

516 warming in the summer and ocean-amplified warming in the fall and winter. Fig. S3d confirms 

517 our suspicion from Fig. 10b & 10d that there is statistically significant land-amplified warming 

518 over the first few months of Jul4×CO2. 

519 To better understand the land and ocean SAT responses, we have calculated the warming 

520 contributions to the Arctic atmospheric column from a TOA perspective for the three time 

521 periods, for the land and ocean separately (Fig. 11). As one might expect, SHU is the term with 

522 the largest land-ocean difference  over all periods in both Jan4×CO2 and Jul4×CO2, with the 

523 ensemble mean SHU response consistently at least three-times more negative over the ocean 

524 than over land. In Jan4×CO2, this tendency for SHU to preferentially warm land is compensated 

525 by temperature feedbacks and AHT in the first few months (Fig. 11a & 11c), yielding little 
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526 difference in the Arctic land and ocean temperature responses. The SHU is partially, but not 

527 fully, compensated by the surface albedo feedback on short timescales in Jul4×CO2, producing 

528 the land-amplified warming seen in Fig. S3b & S3d. 

529 Given the magnitude of the SHU on short timescales relative to other terms in the TOA 

530 energy budget, we again decompose the SHU into individual terms in Fig. S4. As a reminder, the 

531 sign of the surface heat flux terms is chosen such that positive indicates the movement of energy 

532 from the surface to the atmospheric column. The sensible heat flux appears to be the main cause 

533 of land-over-ocean SHU warming in the first month and first three months of Jan4×CO2 because 

534 it is positive over land and negative over the ocean (Fig. S4a & S4c). Over the first year of 

535 Jan4×CO2 and all periods in Jul4×CO2, the surface albedo feedback dominates land-over-ocean 

536 warming since it is considerably more negative for the ocean than land (Fig. S4b, S4d-f). In other 

537 words, the surface albedo feedback moves a greater amount of energy from the atmospheric 

538 column into the ocean than into land. Thus, the surface albedo feedback and sensible heat fluxes 

539 are the main drivers of the large contribution of SHU to the different Arctic land and ocean SAT 

540 responses.
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541

542 Fig. 11. (a, c, e) Atmospheric column energy budget terms from a TOA perspective averaged 
543 over the (a) first month, (c) first three months, and (e) first year of Jan4×CO2. The error bars 
544 denote 95% confidence intervals. (b, d, f) As in (a, c, e), but for Jul4×CO2.

545 6. Conclusions

546 In this study, we used two large ensembles of GCM simulations, one in which CO2 is 

547 instantaneously quadrupled in January, the other in July, and observed how fast AA develops. 

548 We then attributed the AA response to local feedbacks and energy transports using an energy 

549 budget analysis from both TOA and surface perspectives. Finally, we analyzed the spatial pattern 

550 of Arctic warming and decomposed Arctic warming contributions into land and ocean 

551 components. Our results now allow us to revisit the key questions posed in the introduction:

552

553 How quickly does AA develop in an ensemble of model simulations subjected to an 

554 instantaneous CO2 increase? Following a quadrupling of CO2 in January or July, statistically 
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555 significant AA develops in less than a month. In Jan4×CO2, AA develops immediately (i.e., on 

556 day 1) after the radiative forcing is applied, whereas robust AA develops after 25 days in 

557 Jul4×CO2.

558 To the best of our knowledge, our findings are novel in that AA has rarely been examined 

559 on such short timescales, with previous studies focusing on much longer (e.g., multi-decadal) 

560 timescales. An exception to this is the recent study by Previdi et al. (2020). In that study, which 

561 used monthly mean model output, AA was present after three months following an abrupt 

562 quadrupling of CO2 in January. Our use of large ensembles of daily output for the present study 

563 allowed AA to be detected considerably earlier with the same CO2 forcing. Notably, AA 

564 precedes any statistically significant decrease in Arctic sea ice in January-initialized simulations; 

565 conversely, AA development tends to lag the response of the sea ice area in Jul4×CO2. This 

566 demonstrates that the development of AA does not require a decrease in Arctic sea ice, 

567 confirming the findings of Previdi et al. (2020) and supports the results of several other modeling 

568 studies that employed locked sea ice/surface albedo feedbacks (Graversen & Wang, 2009; 

569 Graversen et al., 2014, Merlis 2014, Dekker et al., 2019) and aquaplanets without sea ice 

570 (Langen & Alexeev, 2007; Langen et al., 2012; Russotto & Biasutti, 2020).

571

572 What mechanisms best explain the initial appearance and the subsequent evolution of 

573 AA? From an atmospheric column energy budget perspective, SHU and, to a lesser extent, the 

574 lapse rate feedback are the dominant mechanisms by which AA develops in Jan4×CO2. A similar 

575 positive contribution from the lapse rate feedback on short timescales was also documented by 

576 Previdi et al. (2020). Jul4×CO2 shows a similar initially positive contribution to AA from SHU, 

577 but it becomes negligible in the first week. Instead, in Jul4×CO2, the surface albedo feedback 

578 appears to be the leading mechanism by which AA develops on short timescales. 

579 Upon decomposing the SHU response, we found that the difference in the Arctic and 

580 global average surface latent heat flux response produces AA on ultrafast timescales. The 

581 difference in 4×CO2 surface radiative forcing between the Arctic and global average further 

582 contributes to this ultrafast AA response in Jul4×CO2 but is much smaller. The rapid response of 

583 the surface latent heat flux that we have documented here, which is dominated by a strong 

584 reduction in the global-mean surface evaporation, has previously been recognized as a rapid 

585 adjustment to increasing atmospheric CO2 in studies of the global hydrological cycle (Allen & 
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586 Ingram, 2002; Bala et al., 2010). However, it is our understanding that this study is the first to 

587 recognize its importance for AA.

588 On longer timescales (i.e., > 1 month), other mechanisms become important in shaping 

589 the evolution of AA in the simulations. The most prominent contribution to AA in both 

590 Jan4×CO2 and Jul4×CO2 comes from the summertime surface albedo feedback; increased 

591 moisture flux convergence and water vapor feedback are additional smaller contributions to AA 

592 in the summer. Despite this, AA is absent (or very weak) during the summer months, which can 

593 be explained by the substantially negative SHU contribution and, to a lesser extent, the lapse rate 

594 feedback. The strongly negative SHU contribution reflects the absorption of excess heat by the 

595 ocean mixed layer (mainly due to the surface albedo feedback). This excess heat is released into 

596 the atmosphere later in the year. By autumn, AA begins to strengthen and reaches its peak 

597 intensity at the end of October, with positive contributions from the Planck feedback, lapse rate 

598 feedback, and SHU (Rigor et al., 2002; Serreze et al., 2009; Screen & Simmonds, 2010; Stroeve 

599 et al., 2012; Boeke & Taylor, 2018; Chung et al., 2021; Hahn et al., 2021; Jenkins & Dai, 2022).

600 We stress that commonly cited AA mechanisms like sea ice loss and the moisture flux 

601 convergence into the Arctic are not unimportant, but rather cannot explain the ultrafast 

602 development of AA after CO2 increase. Our results show that the leading causes of AA depend 

603 on the timescale examined, a nuance often overlooked in the existing body of AA research. 

604 Although an abrupt quadrupling of CO2 is a highly idealized radiative forcing chosen for the 

605 purpose of this study, the evolutions of feedbacks and energy transports are likely important 

606 considerations for any study of AA mechanisms.

607

608 How does the time of year in which atmospheric CO2 is quadrupled affect AA 

609 development? AA is slower to develop in Jul4×CO2 than in Jan4×CO2 (25 days vs. one day), 

610 hampered by an immediately negative Arctic lapse rate feedback and a negative contribution 

611 from SHU. This result is unsurprising, given the well-known summertime minimum in AA 

612 (Laîné et al., 2016; Previdi et al., 2021). Despite this, robust AA forms by the end of the first 

613 month in both experiments and persists through most of the following two years. Maximum 

614 Arctic SAT increase in Jan4×CO2 and Jul4×CO2 occurs over land areas, further evidence that sea 

615 ice loss is not the dominant mechanism in the rapid development of AA.
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616 It is interesting to consider whether the ultrafast SHU and lapse rate responses 

617 documented here (i.e., those occurring in the first few days to weeks of 4×CO2) may be classified 

618 as rapid adjustments, which are defined as the response to an external forcing that is independent 

619 of global surface temperature change (Forster et al., 2013). Given that the global SAT change is 

620 small on these fast timescales, the adjustment framework may be appropriate. To the extent that 

621 it is, it would suggest that AA fundamentally owes its existence to rapid adjustments, which act 

622 to enhance Arctic warming before slower components of the climate system, such as sea ice, 

623 have a chance to respond. The ultrafast response of the Arctic to radiative forcing implies the 

624 potential for significant near-term mitigation of Arctic warming if humanity acts quickly to 

625 reduce atmospheric CO2.
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